International Journal of Heat and Fluid Flow 19 (1998) 23-30

International Journal of

HEAT AND
FLUID FLOW

Body capturing in impacting supersonic flows
P.S. Cumber **, M. Fairweather , S.A.E.G. Falle ®, J.R. Giddings °

* BG Technology Gas Research and Technology Centre, Ashby Road, Loughborough, Leicestershire LEIl 3GR, UK
 Department of Applied Mathematics, The University of Leeds, Leedy LS2 9JT. UK
Y Mantis Numerics Lid., 46 The Calls, Leeds LS2 7EY, UK

Received 16 November 1996; accepted 4 October 1997

Abstract

A mathematical model of sonic and supersonic flows. validated previously for the prediction of free jets and jets which impinge a
flat surface orthogonally, is used to simulate the near field structure of supersonic flows which impact a number of cones. Repre-
sentation of the impacted surfaces, which are misaligned with the finite-volume grid employed, is by means of a body capturing
technique based on the use of hierarchical, adaptive Cartesian grids. The accuracy of the model and the body capturing approach
is assessed by comparing predictions with experimental data on impinging supersonic flows available in the literature. For the axi-
symmetric situations considered, results derived from the model are found to be in close agreement with data on the location of both
free and attached shocks formed in the vicinity of the impacted objects, with the model also providing good estimates of pressures
occurring on the surface of the cones. © 1998 BG plc. Published by Elsevier Science Inc. All rights reserved.
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Notation

nozzle diameter

cone diameter
nozzle-to-cone apex spacing
turbulence kinetic energy
Mach number

surface pressure

ambient pressure

nozzle exit pressure

axial co-ordinate

distance along solid-surface
radial co-ordinate

e ImuETIOS

Greek

Ar  grid spacing in the r direction
Az grid spacing in the : direction
B dissipation rate of &

P local density

p,  ambient density

1. Introduction

Impacting jet flows are of interest in many engineering ap-
plications. Examples include the operation of vertical take-off
and landing aircraft, the launch of rockets, and many cooling,
heating and drying processes used in industry. Of particular
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interest in the present work. this flow situation is also encoun-
tered in assessments of the consequences of accidental releases
of gas on both onshore and offshore installations involving
high pressure pipework and gas handling plant. More specifi-
cally, predictions of the flow field resulting from an impacting
jet are used in order to assess the extent of the hazardous zone
which exists around any release, and to identify those locations
where the presence of ignition sources may result in the estab-
lishment of a stable flame.

As well as being of practical interest the complex flow fields
established by impacting jets also provide the opportunity to
study many fundamental flow phenomena and, as such, these
flows represent important test cases for the development and
validation of mathematical models. This is particularly the
case for compressible jets. where such phenomena as the inter-
action of shock waves with solid surfaces and flow separation
induced by shear layers can occur.

A great deal of experimental work has been performed on
the impaction of compressible jets normal to flat surfaces. Ex-
amples include the studies of Donaldson and Snedeker (1971)
and of Hunt and co-workers (Gummer and Hunt, 1971; Car-
ling and Hunt, 1974). Other flow configurations have received
less attention, although sonic and supersonic jets impinging on
hemispheres (Donaldson and Snedeker, 1971) and cones (Jen-
nions and Hunt, 1980) have been considered. Besides these axi-
symmetric situations, the three-dimensional flows that result
from the interaction of compressible jets with wedges (Lamont
and Hunt, 1976) and inclined flat plates (Lamont and Hunt,
1980) have also becn studied, although the complexity of the
flows established has meant that understanding has been slow
to develop. Corresponding mathematical modelling work on
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impinging sonic and supersonic jets is less common, primarily
because of the excessive computational demands associated
with predicting such complex flows. Iwamoto (1990) and Mah-
ta et al. (1995) did, however, solve the Euler equations for in-
viscid, axisymmetric flow in order to predict compressible jets
impacting a normal surface, with McGuirk and Page (1989)
describing a more sophisticated model based on solutions of
the viscous flow equations closed using a standard k-¢ turbu-
lence model (Jones and Launder, 1972). The present authors
(Cumber et al., 1997) also studied compressible jets impacting
a normal surface using a model based on solutions of the vis-
cous flow equations obtained using a second-order accurate, fi-
nite-volume integration scheme coupled to an adaptive grid
algorithm, with closure of the flow equations being achieved
using a compressibility corrected variant of the k-¢ turbulence
model. The latter study considered a number of configurations
where features characteristic of impacting compressible flows
were present, such as stagnation bubbles and shock induced
boundary layer separation, with good agreement between
model predictions and experimental data having been found.

All the mathematical modelling work performed to date,
and noted above, has focused on jets impacting normal to flat
surfaces. In practice, however, there are many flows of interest
where a jet impinges a flat surface obliquely, or impacts objects
such as cones, spheres and cylinders which cannot be readily
aligned with the computational mesh. The present paper de-
scribes the application of the mathematical model outlined
by Cumber et al. (1994, 1995, 1997) to predicting the near field
regions of supersonic jets which impact a cone, and validates
model predictions against experimental data on axisymmetric
flows (Jennions and Hunt, 1980). In performing these calcula-
tions, use is made of the body capturing technique of Falle and
Giddings (1993) in which impacted objects are represented
using hierarchical, adaptive Cartesian finite-volume grids. In
order to further prove the suitability of the latter technique
for predicting such flows, comparison of model predictions
and experimental data obtained by Ladenburg et al. (1948) is
also made for situations where a supersonic free stream flow
impinges on a cone. The work described is an extension of ear-
lier studies by the present authors which validated the mathe-
matical model considered below for application to the
prediction of underexpanded free jets (Cumber et al.,
1994, 1995) and supersonic jets impacting a flat plate orthogo-
nally (Cumber et al., 1997).

2. Body capturing

In recent years there has been considerable interest in the
development and use of adaptive Cartesian grids for comput-
ing complex flows, e.g., Berger and Colella (1989) and Falle
and Giddings (1993). In contrast to alternative approaches,
such as those based on body-fitted grids, adaptive Cartesian
grids offer significant savings in grid generation costs and the
simpler implementation of numerical algorithms, as well as
avoiding the difficulties associated with highly distorted cells
that occur when grids are fitted to solids with complicated
shapes. In addition, many flow situations of interest to indus-
try, e.g., as encountered in safety assessments of offshore mod-
ules, are sufficiently complex to preclude the use of body-fitted
grids since their prescription would be excessively time con-
suming, if indeed possible at all.

The main disadvantage of Cartesian grids is that they do
not represent solid surfaces as accurately as body-fitted grids.
This advantage may be overcome using a variety of techniques,
although the simplest approach is to represent surfaces mis-
aligned with the finite-volume grid using a serigs of steps in
the grid. Grid refinement through adaption then provides an

increasingly accurate representation of the surface. The prob-
lem then arises that in inviscid flows the steps generate O(1) er-
rors which propagate out into the flow. In viscous flows,
however, it is possible to confine these errors to the boundary
provided the mesh Reynolds number at the solid surface is suf-
ficiently small. In this sense, therefore, this approach can be re-
garded as body capturing in that, like shock capturing, O(1)
errors are tolerated at the solid surface, although algorithms
are employed to ensure that these errors do not propagate into
the rest of the computational domain.

Falle and Giddings (1993) evaluated this technique using
numerical simulations of the Blasius boundary layer on a flat
plate inclined at an angle of 30° to the grid, a supersonic flow
past a wedge and a shock incident on a cylinder. Good agree-
ment with the Blasius analytic solution (e.g., Tritton, 1988)
was achieved for the boundary layer flow using only 10 control
volumes across that layer -- comparable to the number of cells
required using body-fitted grids. In addition, for the compress-
ible flows considered, predicted shock locations and orienta-
tions agreed well with inviscid flow theory and available
Schlieren photographs. In the latter flows the stepped cell rep-
resentation of smooth surfaces generated artificial weak shocks
attached to the surfaces. For these inviscid flows, however, vis-
cosity had a negligible influence on the dominant flow features,
and was therefore increased above its laminar value in order to
dissipate the artificial shocks and prevent errors at the wall
from polluting the rest of the solution.

In the present paper the body capturing technique is ap-
plied to both inviscid and turbulent, compressible impacting
flows. For the inviscid case the ability of this approach to pre-
dict flow quantities both remote and close to the impacted sur-
face is investigated, with viscositics again being adjusted in
order to prevent errors. Where an impacting flow is both com-
pressible and turbulent, however, the viscosity cannot be treat-
ed as a free parameter to use as a false shock dissipation
mechanism as the Reynolds number must be preserved. Such
flows therefore represent a much more demanding test of the
body capturing technique. Despite this, it is demonstrated that
the latter technique can be applied successfully to turbulent
compressible flows,

3. Mathematical model

In the interests of brevity, only the essential details of the
mathematical model employed in the present work are repro-
duced below. Full details may be found in Cumber et al.
(1994, 1995, 1997).

3.1. Governing equations

Predictions for inviscid flows were based on solutions of
transport equations for the conservation of mass, momentum
and energy, expressed in axisymmetric and steady state form.
The system of equations was augmented by the ideal gas law
for solution. Turbulent flows were simulated using high Rey-
nolds number versions of the fluid flow equations, again ex-
pressing conservation of mass, momentum and energy, with
density-weighted (Favre) averaging being used as most appro-
priate for the variable density flows of interest. Closure of this
set of equations was achieved using a two-equation, k-¢ turbu-
lence model (Jones and Launder, 1972), modified in line with
the recommendations of Sarkar et al. (1991) in order to ac-
count for the increase in turbulence energy dissipation rates
in compressible flows caused by the formation of compression
waves in the instantaneous flow field. Modelling constants
employed were standard values found to give acceptable
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agreement between theoretical predictions and experimental
data in a wide range of flows (Jones and Whitelaw, 1982).

3.2. Computational procedure and boundary conditions

The model described required the solution of a system of
coupled partial differential equations. Solutions were obtained
by expressing the equation set in cylindrical co-ordinates, and
integrating the time dependent form of these equations numer-
ically by time-marching to a steady state.

Integration was achieved using a second-order accurate,
finite-volume scheme. Discretization of the descriptive equa-
tions therefore followed a conservative, control volume ap-
proach, with values of the dependent variables stored at
the centres of the computational cells over which the differen-
tial equations were integrated. Diffusion and source terms in
the modelled equations were approximated using central dif-
ferencing, whilst approximations to the inviscid (advective
and pressure) fluxes were derived using a second-order accu-
rate variant of Godunov’s method. The latter method was
derived from a conventional first-order Godunov scheme
by introducing gradients within computational cells using a
non-linear, slope-limiting function which ensures monotini-
city. In its fully explicit, time-accurate form the method uses
a predictor—corrector procedure where the predictor stage is
spatially first-order and is used to provide an intermediate
solution at the half-time between time steps. This in turn 1s
used at the corrector stage for the calculation of second--
order fluxes.

To increase the rate of convergence a diagonalised im-
plicit scheme was also employed. This scheme first calculates
the explicit rate of change to second-order space accuracy,
as described above, and then applies diagonalised implicit
operators in each of the space directions to make the
scheme implicit for sound waves and diftusion. This allows
the calculation to proceed using much larger time-steps,
based on advection velocities rather than sound waves, than
would be possible using the explicit scheme alone. The com-
posite scheme is nominally second-order accurate in space
and first-order in time, since steady-state solutions are of in-
terest in the present work the time accuracy of the scheme is
unimportant.

An adaptive finite-volume grid algorithm was employed in
order to avoid the normally excessive computational cost in-
volved in capturing shock structures. This method used a
two-dimensional, rectangular mesh, with local adaption being
achieved by overlaying successively refined layers of computa-
tional grid. At the start of any calculation, the first two grid
layers covered the entire computational domain, with finer
grids only being generated in regions which required higher
resolution. Local adaption was achieved by generating esti-
mates of the local truncation error for all transported variables
by comparing solutions on adjacent grid levels. The grid was
then refined if any of these errors exceeded a given tolerance,
taken to be 2%. In the results presented below, up to seven lev-
els of grid were used. Further details of the numerical and
adaptive grid algorithms may be found in Falle (1991) and
Falle and Giddings (1993).

Ladenburg et al. (1948) considered the flow of a supersonic
air free stream (M= 1.7) over cones with apex angles of 60°
and 90°. In simulating these flows the impacted object was lo-
cated on a line of symmetry, with the cone apex at the origin
(r.-=0,0) of the co-ordinate system. The supersonic free
stream was imposed at boundaries located at —z and +r, with
the pressure, density and velocity being prescribed consistent
with the hyperbolic nature of the flow. A no-slip boundary
was imposed on the surface of the impacted object. At the exit
from the computational domain, at +z, a free flow boundary

condition was prescribed at which external flow quantities
were extrapolated from internal values.

In simulating the experiments of Jennions and Hunt (1980)
the flow configuration was approximated using a jet issuing
from a circular cross-sectioned pipe placed below a right cone.
Considering the centre of the pipe exit as (r,z = 0,0), the boun-
dary conditions applied in the computations assumed symme-
try along the jet centre-line, represented as the - axis at r=0,
with a constant pressure entraining boundary being used in re-
gions outside the pipe at ~z. On the external surface of the pipe
and the impacted cones finite-volume solutions were patched
onto fully turbulent, local equilibrium wall law profiles. The
remaining boundaries, at +r and +z, were treated as a constant
pressure surface and a free flow boundary, respectively. In per-
forming calculations the sensitivity of computed solutions to
the positioning of the free boundaries was investigated, and
in the results presented below these surfaces were located at
positions which had a negligible influence on the flow. Inlet
conditions at the pipe exit were specified as supersonic, with
density, pressure and velocity being prescribed. The conver-
gent—divergent nozzle actually used by Jennions and Hunt
(1980) produced a weak shock emanating from the nozzle wall
downstream of the throat of the nozzle. The mean velocity
profile exiting the nozzle was therefore specified in line with
predictions of an inviscid model of the nozzle flow made by
Jennions (1980). The remaining variables required at the noz-
zle exit were prescribed to be uniform, except the turbulence
kinetic energy and its dissipation rate which were taken from
Hinze (1977), consistent with the existence of a boundary layer
attached to the nozzle wall.

All the simulations used computational domains which
ranged in size depending on the flow geometry, the measured
data available for comparison purposes and the sensitivity of
computed solutions to the positioning of the free boundaries.
For small computational domains, and for regions close to
nozzle exits and surfaces, uniform grids were used. whereas
for larger domains and regions remote from solid surfaces
geometrically expanding grids were employed with a maxi-
mum expansion ratio of 1.05. The fineness of numerical grid
required to obtain grid independent solutions was examined
for each of the flows studied, and in the results presented be-
low a sufficiently large number of computational nodes was
used in order to ensure that model solutions were essentially
free of numerical error.

Fig. 1 shows a portion of the adapted grid used in simu-
lating one of the impacting flows studied by Jennions and
Hunt (1980). The jet considered issued from a convergent--di-
vergent nozzle with an exit diameter, J, of 30 mm at a nom-
mal Mach number of 2.2. The ratio of local nozzle exit
pressure to ambient pressure, Fy/P,, for this release was 2,
with the apex of the cone being a distance, /1, of one diam-
eter from the exit plane of the nozzle. This particular simu-
lation employed five levels of finite-volume grid, with the
two coarsest levels being non-adaptive. As can be seen from
this figure, in which the - axis at r=0 is a symmetry boun-
dary, the finest mesh is located adjacent to the impacted sur-
face (at 45° to the co-ordinate system) and the pipe exit (at
the centre of the lower boundary), and around shocks and
regions of steep local gradients between the pipe exit and
the surface. Fig. 2 illustrates the sensitivity of predictions
of surface pressure, P, to the grid resolution used in compu-
tations of the same jet considered in Fig. 1, but with a noz-
zle-to-cone apex spacing of 2d. In this and subsequent
figures, s is used to denote distance along a solid surface
away from the stagnation point, and Az and Ar represent
the grid spacing used in each of the co-ordinate directions.
Results obtained using the two finest meshes are seen to be
essentially grid independent.
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Fig. 1. A portion of the adapted grid used in simulating an impacting
jet (#=30 mm).
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Fig. 2. Effect of grid resolution on predictions of surface pressure for
an impacting jet (4= 60 mm).

4. Results and discussion
4.1. Inviscid flows

As noted earlier, in inviscid flows the stepped cell represen-
tation of smooth surfaces generates artificial weak shocks at-
tached to those surfaces. Similar to Falle and Giddings
(1993), the predictions derived in the present work were based

1.62 1.87 2.13

1.2

oln

0.4 Measured
0.0
T 0.5 1.0 1.5 2.0
r/D
1.11 1.62

Predicted

0.5 T 1.0 1.5 T 2.0
r/D

Fig. 3. Density field in the vicinity of a 60° cone impacted by a super-
sonic air stream.

on increasing the viscosity above its laminar value in order to
dissipate the artificial shocks and prevent errors at the wall
from polluting the rest of the solution. Initial results given be-
low were based on a viscosity set to 107 times the laminar val-
ue. Sensitivity studies demonstrated that the predicted flow
fields remote from the impacted surface were unaffected by
the surface representation for this level of dissipation, with pre-
dictions derived using a viscosity of 500 and 10 times the lam-
inar value being essentially cquivalent.

Ladenburg ct al. (1948) used interferometry to study the
density field in the vicinity of the cones impacted by the super-
sonic air stream. Fig. 3 shows measured and predicted density
fields for the case where a supersonic stream impacted on a
cone with an apex angle of 60°, The results are given in terms
of 10, equi-spaced contours which range from p/p, = 1.11
3.41. In this and subsequent figures, contour values decrease
away from the cone apex. For both the measured and simu-
lated flows a shock is attached to the apex of the conc. with
the observed and predicted shock orientation being in close
agreement. The predicted shock is, however, smeared relative
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to measurements due to the large viscosity used in the compu-
tations. Predictions of the density field are in reasonable agree-
ment with observations, with the relatively constant density
region just downstream of the cone apex being reproduced.
Significant errors do, however, occur in close proximity to
the surface within the latter region, and in the wake of the
cone, again due to the large value of viscosity employed in
the computations.

Similar results are obtained when the cone has an apex an-
gle of 90°, as shown in Fig. 4. Results in this figure are given
in terms of eleven, equi-spaced contours which range from
p/p, = 1.02-4.43. For this flow the shock is detached from
the apex of the cone. with shock location and orientation be-
ing predicted accurately, but with the predicted shock again
being smeared. In terms of the density field, the overall level
of agreement between theory and experiment is on the whole
better than for the 60° case, although problems are still evi-
dent with predictions close to the surface of the cone and
in its wake.

In view of the relatively poor agreement between predic-
tions of the model and experimental data obtained for these
two cases, further simulations were performed in order to in-
vestigate the mechanism employed for damping artificial, weak
surface shocks. For these simulations the turbulent, high Rey-
nolds number versions of the fluid flow equations were solved,
as described earlier. Two further transport equations, for the
turbulence kinetic energy and its dissipation rate, were there-
fore included in the computations, together with appropriate
boundary conditions. In particular, at the inlet boundary lo-
cated at —z, low levels of turbulence were prescribed, although
predicted mean flow fields were found to be insensitive to the
actual values used as any initial turbulence decays exponen-
tially within the free stream flow.

0.8
z
D
0.4
Measured
0.0
0.5 1.0 1.5 2.0
r/D
0.8
z
D
0.4
Predicted
0.0
0.5 1.0 1.5 2.0
r/D

Fig. 4. Density field in the vicinity of a 90° cone impacted by a super-
sonic air stream.
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0.4
90° Cone

0.0
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Fig. 5. Predicted density field in the vicinity of the 60 and 90° cones
obtained using the turbulence model.

Fig. 5 shows density fields predicted using this approach for
both the 60° and 90° cones. with contours used being the same
as those employed in Figs. 3 and 4. respectively. The improve-
ment in the predicted density field is seen to be significant, with
much sharper shock definition and the correct flow behaviour
close to the surface of the cone and in its wake. The improve-
ment in accuracy when using the turbulent, high Reynolds
number model is further illustrated in Fig. 6, where measured
surface pressures are compared with the inviscid and turbulent
predictions. Every aspect of the latter predictions is seen 1o be
in much closer agreement with the pressure distribution mea-
sured, particularly in the wake of the cone.

The turbulent model results shown in Figs. 5 and 6 were de-
rived using the laminar viscosity set to its normal value, but
with the turbulent eddy viscosity being used as the mechanism
for damping false surface shocks. The eddy viscosity is a much
more selective tool for damping false shocks than increases in
the laminar value since, for the impacting flows considered, its
maximum value is naturally located near the impacted sur-
faces, and tends to increase in response o steep gradients in
the velocity field. For these impacting flows, therefore, the ar-
tificial shocks generated by the stepped cell representation of
the surface are a relativity minor inconvenience since, as the re-
sults described above demonstrate. the selective use of a shock
damping mechanism. in this case the turbulent eddy viscosity,
can be employed to give good agreement between experimental
data and model predictions.
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—— Predicted, Inviscid

----Predicted, Turbulent

8/D

Fig. 6. Pressure distribution on the surface of the 90° cone.

4.2. Turbulent flows

The simulations discussed above illustrate the application
of the body capturing technique to compressible inviscid im-
pacting flows. In this section the same technique is applied
to the prediction of turbulent compressible jets impacting
cones in which the viscosity cannot be treated as a free param-
eter to use as a false shock dissipation mechanism.

These simulations consider a supersonic underexpanded air
jet impacting a cone with an apex angle of 90°, for which ex-
perimental data is available from Jennions and Hunt (1980).
Two nozzle-to-cone apex separations are examined. but in
both cases the jet inlet conditions are identical and as discussed
earlier. For both separations (ld and 2d) it should be noted
that the cone apex is significantly upstream of the position

Ny
by (a/) //

-

Predicted

Measured

Fig. 7. Shock locations in the impacting jet of Jennions and Hunt
(/1 =30 mm).

where the Mach disc would occur in the free underexpanded
jet, measured at z/d = 2.4 (Jennions and Hunt, 1980).

Fig. 7 compares predictions of the density field in the vicin-
ity of the cone apex, for the 1d separation case, with observed
locations of steep density gradients obtained from the shadow-
graph of Jennions and Hunt (1980); the latter data indicating
the presence of shocks, shear layers and slip-lines. In both
the simulation and the experiment the same complex shock
structure is seen to exist, with an oblique shock attached to
the apex of the cone interacting with the jet shock to form
two, three-shock confluence points (indicated by points (a)
and (b) in Fig. 7) separated by a portion of normal shock.
Both qualitative and quantitative agreement between theory
and experiment is good, apart from at the inner three-shock
confluence point (point (a)) where the tail shock attached to
the cone surface is approximately normal to the cone in the
simulation, whereas the observed shock intersects the surface
obliquely. The orientation of the observed tail shock relative
to the cone surface does, however, suggest that the mean flow
would be deflected away from the surface downstream of the
shock, although this is not consistent with the observed orien-
tation of the slip-line originating from point (a).

The measured and predicted distribution of pressure on the
surface of the cone is compared in Fig. 8. In terms of observed
pressures, the initial pressure drop near the apex of the cone is
caused by divergence of the flow in this region. This pressure
drop is interrupted at s/d =~ 0.5 by an increase i pressure
caused by the tail shock originating from the inner of the two.
three-shock confluence points, with the slight increase in pres-
sure ats/d = 1.6 being associated with the inner slip-line attach-
ing to the cone. The final region of compression, occurring at
s/d = 2.3, results from both the outer slip-line and the jet boun-
dary impacting on the cone. The model predictions reproduce
farthfully all the features of the measured pressure profile. al-
though the increase in pressure associated with the tail shock oc-
curs closer to the apex of the cone than is observed. Again, this
finding is inconsistent with the results of Fig. 7 since the ob-
served tail shock intercepts the surface much closer to the apex
of the cone than the predicted shock. Computed results near
the apex of the cone also underestimate experimental data,
and a predicted second shock at s/d ~ 0.7, generated as mass

6.0

) ©® Measured
—— Predicted

s/d

Fig. 8. Pressure distribution on the cone surface for the impacting jet
of Jennions and Hunt (4 = 30 mm).
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(a)y- |

s —

Predicted
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Fig. 9. Shock locations in the impacting jet of Jennions and Hunt
(5 == 60 mm}.

accelerating away from the first shock is reflected by the inner
slip-line towards the cone surface, is not apparent in the mea-
surements (although this may be due to insufficient resolution
in the measurements). Overall, however, the agreement between
predictions and measurements is satisfactory.

In the second simulation the nozzle-to-cone apex separation
is two nozzle diameters. Fig. 9 again compares predictions of
the density field in the vicinity of the cone apex with the ob-
served locations of shocks, slip-lines and shear layers obtained
from the shadowgraph of Jennions and Hunt (1980). For this
particular nozzle-cone configuration, the main shock occurring
close to the cone is detached, and convex towards the cone
apex. As in the previous simulation, the predicted density field
exhibits all of the features observed in the shadowgraph, al-
though the predicted shock is at an axial distance from the
nozzle exit of z/d =~ 1.8 compared to an observed value of
1.9. Similar to the previous configuration, the observed and
predicted structures can be related directly to the surface pres-
sure measurements shown in Fig. 10. For detached shocks of
this type the variation of pressure along the surface of the cone
is relatively small, although the shock induced jet expansion
(occurring downstream of (a) in Fig. 9) does cause surface
pressures to fall relatively rapidly from s/d ~ 0.7. The local
pressure peak, s/d =~ 1.2, is associated with the slip-line origi-
nating from the triple point attaching to the cone body, with
the final peak at s/d ~ 2.4 being caused by the jet boundary
impacting on the cone. Good agreement is again obtained be-
tween model predictions and data for surface pressure.

5. Conclusions

A mathematical model of sonic and supersonic flows has
been used to simulate the near field structure of supersonic

6.0
| © Measured
— Predicted
P 4.0
P
a
2.0] \J
d 2)
(v
" 1.0 2.0 " 3.0

s/d

Fig. 10. Pressure distribution on the cone surface for the impacting jet
of Jennions and Hunt (/4 =60 mm).

flows which impact a number of cones, and its accuracy as-
sessed by comparing predictions with experimental data avail-
able in the literature. The body capturing representation of
impacted surfaces misaligned with the computational mesh,
based on the use of hierarchical adaptive Cartesian grids, has
been shown to be capable of giving accurate predictions of
flow quantities close to and remote from the surface of objects
impacted by both inviscid and turbulent compressible flows.

For the axisymmetric flow situations considered, predic-
tions of the mode! were found to reproduce faithfully the ob-
served locations of free and attached shocks, and slip-lines
and shear layers, formed in the vicinity of cones impacted by
a supersonic free stream and a jet. Measurements of pressure
occurring on the surface of the cones were also predicted with
acceptable accuracy.
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